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Abstract— In this paper, an adaptive block coding order for
intra prediction is proposed. Modern video coding standards,
including the most recent High Efficiency Video Coding (HEVC),
utilize fixed scan orders in processing blocks during intra coding.
However, the fixed scan orders typically result in residual blocks
with noticeable edge patterns. That means the fixed scan orders
cannot fully exploit the content-adaptive spatial correlations
between adjacent blocks, thus the bitrate after compression tends
to be large. To reduce the bitrate induced by inaccurate intra
prediction, the proposed approach adaptively chooses both the
block and subblock coding orders by minimizing the coding cost.
Specifically, determining the block coding order is formulated
as a traveling salesman problem that is solved using dynamic
programming. Besides the block coding order, we also design the
subblock coding order in each block with an adaptive manner.
The experimental results demonstrate a Bjøntegaard-Delta-rate
reduction of up to 4.4% compared with HEVC anchor.

Index Terms— Adaptive block coding order (ABCO), High
Efficiency Video Coding (HEVC), intra prediction, video coding.

I. INTRODUCTION

INTRA frames are essential for a video coding system
to enable random access and avoid error propagation.

Moreover, the quality of intra frames closely affects the quality
of subsequent inter frames. In a traditional block-based intra-
coding system, a block of pixels is first predicted from the
neighboring pixels in previously coded blocks, and then the
prediction residual is converted into a bit stream by transform
coding and entropy coding. A more accurate prediction leads
to a lower residual energy, and thus a lower number of
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resultant bits. Therefore, a prediction scheme that generates
less residual energy is highly desirable in intra coding.

In modern video coding standards, intra prediction is mostly
carried out by directional extrapolation, where the predicted
pixels are generated by copying the reference pixels in previ-
ously coded blocks along an angular direction. H.264/AVC [1]
utilizes eight directions, and High Efficiency Video Cod-
ing (HEVC) [2] supports up to 33 directions. The prediction is
performed block by block in a fixed scan order and only above
and/or left neighboring reconstructed blocks are employed
to generate prediction block. Our previous work [3] has
shown that the prediction accuracy in HEVC is sensitive to
the edge directions within blocks. The sensitivity is highly
correlated with the subblock scan order. Only the edges that
are approximately along the fixed Z-scan subblock coding
order can be efficiently predicted.

There have been recent efforts on improving the
intra-coding efficiency by changing the subblock coding
order [3]–[5]. In [4], the subblock coding order in a
macroblock (MB) is chosen from either original Z-scan order
or inverse Z-scan order depending on the rate–distortion (RD)
optimization process. The inverse Z-scan order enables the
current block to utilize the below and/or right neighboring
blocks for prediction. More optional subblock orders are
provided in [5], where a unified extra/interpolating prediction
strategy is designed to adapt all the possible orders. Our pre-
vious work [3] was proposed to deal with the subblocks with
flexible sizes, since both [4] and [5] support subblocks with
fixed sizes only. A common problem of these three methods
is that the block coding order is always fixed, although the
subblock coding orders are changed adaptively.

Changing the block coding order with fixed subblock order
is allowed in flexible MB ordering (FMO) [6], [7] mode
in H.264. Using FMO, MBs are classified into at most eight
slice groups. The slice groups can be coded in arbitrary orders,
while within a slice group, blocks are coded in default scan
order. By allowing arbitrary slice group orders and nonconsec-
utive blocks to belong to the same slice group, FMO enables
the blocks in one frame coded in a variety of orders. FMO is
designed for error resilience. Using multiple slice groups
spreads out burst errors, but lowers the coding efficiency.

In this paper, we propose to select both the subblock and
the block coding order adaptively. Different from FMO, the
purpose of changing block coding order in our approach is to
maximize the coding efficiency, and the order can be changed
more thoroughly by traversing all the possible orders. Specifi-
cally, we formulate the problem of choosing the block coding
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Fig. 1. Example of block partitioning and reference pixels selection in HEVC intra prediction. Left to right: CTU partitioning, CU partitioning, and reference
pixels for current CU. The number denotes the processing order of blocks.

Fig. 2. Thirty-five intra-prediction modes in HEVC.

order as a traveling salesman problem (TSP) that minimizes
the coding cost. The TSP problem is then solved by applying
dynamic programming. Experiments show that the proposed
method outperforms the state-of-the-art HEVC, implying that
the proposed method is capable of making a good prediction
for the regions containing edges with any direction.

The rest of this paper is organized as follows. Section II
presents the intra prediction of HEVC and its limitations.
We introduce our block and subblock coding order selection
schemes in Section III. Experimental results and analyses are
given in Section IV. Section V concludes our work.

II. INTRA PREDICTION IN HEVC

Two new features of HEVC intra prediction compared
with H.264 are the quadtree-based block partitioning scheme
and the increased intra-prediction modes [8]. In HEVC, a
frame is divided into large nonoverlapping blocks called
coding tree units (CTUs). The CTUs are further partitioned
into subblocks called coding units (CUs)1 according to a
quadtree-based structure. Within one frame, all the CTUs are
processed in raster scan order. Within one CTU, all the CUs
are processed in Z-scan order, as illustrated in Fig. 1. The CTU
in the middle part of Fig. 1 is subdivided into 16 CUs with
different sizes. The flexible partitioning scheme enables the
encoder to better exploit the spatial correlation by choosing
appropriate block sizes. A CU is further divided into one
or four prediction units (PU) and each PU can have dif-
ferent prediction modes. HEVC intra coding supports up to
33 directional modes, along with dc mode and planar mode, as
illustrated in Fig. 2. When predicting an N × N block, there

1In the rest of this paper, we denote block by CTU and subblock by CU.

Fig. 3. Example of traditional raster scan coding order. The number denotes
the processing order. (a) Blocks are processed in raster scan order. (b) Blocks
are processed in a different order from (a).

are 4× N +1 reference pixels from neighboring reconstructed
blocks. If the neighboring blocks are unavailable, reference
pixels (padded pixels) are copied from the nearest available
reference pixels, as shown in Fig. 1.

As a convention of block-based video coding standards,
CTUs in HEVC are processed in raster scan order. With
such a processing order, only left, left-above, above, and
right-above neighboring reconstructed CTUs can be employed
as references to predict the current CTU. As illustrated
in Fig. 2, the prediction direction can only cover a half plane
from 45° (mode 2) to 225° (mode 34). In other words, the
encoder and the decoder are not able to perform prediction
from angles in the other half plane. In Fig. 3(a), the current
block is divided into two parts by an edge. When raster scan
order is used, current block can only employ left, left-above,
above, and right-above neighboring reconstructed blocks as
references for prediction. Hence the gray part below the edge
cannot be well predicted. However, if the coding order is
approximately along the edge direction, as shown in Fig. 3(b),
the gray part can be efficiently predicted from its right
neighboring reconstructed block. Similar problem exists in the
Z-scan CU coding order when coding one CTU. Therefore,
the traditional block coding orders (raster and Z-scan) are
not capable of fully exploiting the spatial correlation between
adjacent blocks. This motivates us to adaptively select both
CTU and CU coding orders such that the spatial redundancy
can be further reduced.

III. ADAPTIVE BLOCK CODING ORDER

The basic idea of our method is to find an optimal coding
order that minimizes the total coding cost of all the CTUs
in one frame. We apply the well-adopted RD cost in
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our optimization

RD = D + λ × R (1)

where D is the sum of the square difference between the
original CTU and the reconstructed CTU. R is the coded
bits for the current CTU, and λ is the predefined Lagrangian
multiplier.

Let N be the number of CTUs in one frame. Initially each
CTU is assigned one index from 1 to N in the raster scan order.
We denote xV = [1, 2, . . . , |V|]ᵀ ∈ N

|V | as the vector of the
initial CTU indices, where V = {1, 2, . . . , |V|} and |V| = N

is its cardinality. We further denote yV ∈ N
|V | as the actual

coding order of N CTUs, and the index of the i th coding CTU
is yVi . Without loss of generality, we define yV = PVxV , where

PV ∈ N
|V |×|V | is a permutation matrix.

We formulate our optimization problem as follows:

min
PV

|V |∑

i=1

RD
(
yVi |yVi−1, yVi−2, . . . , yV1

)

s.t. yV = PVxV (2)

where RD(yVi |yVi−1, yVi−2, . . . , yV1 ) denotes the RD cost of

CTU yVi after CTUs yVi−1, yVi−2, . . . , yV1 have been coded.2

As different permutation matrices PV lead to different coding
orders, the problem becomes to find an optimal PV (yV )
to minimize the total cost. Equation (2) is a combinatorial
optimization problem and the total number of possible PV s
is N ! Trying all N ! possibilities is NP hard. In the following,
we reformulate (2) as a TSP and solve it by applying dynamic
programming.

A. Total Cost Minimization by Dynamic Programming

Minimizing the total cost is equivalent to finding the shortest
path that traverses each of N CTUs only once, with the
cost of traversing one CTU yVi being the conditional coding

cost RD(yVi |yVi−1, yVi−2, . . . , yV1 ). This can be regarded as an
instance of the TSP [9]. As suggested in [10], we apply
dynamic programming to solve TSP. The core idea of dynamic
programming is to break down the original complicated prob-
lem into simpler subproblems in a recursive manner. In terms
of solving (2), the broken down simpler subproblem is to find
the optimal coding order of CTUs in indices subset S ⊆ V .

We define C(S), the minimized cost of coding all CTUs
in S, as follows:
C(S)=min

j∈S
{
C(S \ { j}) + RD

(
j |ŷS\{ j }

|S|−1, ŷS\{ j }
|S|−2, . . . , ŷS\{ j }

1

)}

(3)

where ŷS\{ j } = P̂S\{ j }xS\{ j } denotes the optimal coding
order of all the CTUs in S \ { j}. xS\{ j } ∈ N

(|S|−1) is a vector
whose elements are all indices in S \ { j} sorted in ascending
order. P̂S\{ j } is the calculated optimal permutation matrix

for CTUs in set S \ { j}. RD( j |ŷS\{ j }
|S|−1, ŷS\{ j }

|S|−2, . . . , ŷS\{ j }
1 )

denotes the RD cost of CTU j after all the other CTUs in S
have been coded.

2For clear presentation, by CTU i , we actually mean CTU indexed by i .

Our dynamic programming algorithm calculates C(S) with
all possible S from size 1 to N . That is, we first calculate C(S)
when |S| = 1. In that case, C({ j}) = RD( j |∅) is the RD cost
of CTU j when it is the first processed CTU. After solving
all C({ j}) with |S| = 1, we then use (3) to obtain C(S)
for all S of size 2. This process is repeated until |S| = N .
The corresponding optimal coding order of each subset S is
recorded after C(S) is obtained. When |S| = N (i.e., S = V),
we get the expected minimum cost C(V) and the correspond-
ing optimal order ŷV .

According to (3), when |S| = k, k comparisons are required
to get C(S). There are

(N
k

)
kinds of S for |S| = k. For

calculating C(S) with all possible S from size 1 to N , the
total number of required comparisons as well as the required
memory size is

1 ×
(

N

1

)
+ 2 ×

(
N

2

)
+ · · · + N ×

(
N

N

)
= N × 2N−1. (4)

We traverse all the possible CTU coding orders with a reduced
complexity from N ! comparisons to N × 2N−1 comparisons.
When N is reasonably small, the TSP can be efficiently
solved by dynamic programming. One thing to note is that
our problem is slightly different from the original TSP in [10].
In the original TSP, a salesman is required to visit once each
of N different cities starting from a base city, and returning
to this city. The cost is defined between two cities. The
complexity is N2 × 2N−1 [10]. While in our problem, the
cost is defined in one CTU, not between two CTUs, and we
do not need to return to the base CTU. As calculated in (4),
the complexity becomes N × 2N−1.

In our experiments, large frames are divided into rectangular
subregions. Each subregion contains N = 5 × 4 CTUs and
runs the dynamic programming algorithm independently. For
N = 20, running the dynamic programming algorithm one
time with given RD cost takes about 1 s in a computer with
a 2.5-GHz Intel Core processor.

B. RD Cost Approximation

To solve (3), the actual RD cost of each CTU in any order
must be calculated. However, it is impractical to try all the
possible coding orders to get the exact RD cost for each CTU.
Therefore, we propose to approximate the RD cost for CTUs
in different orders.

As only eight neighboring CTUs can be employed as
references to predict the current CTU in intra prediction, the
RD cost of coding the current CTU depends on those neighbor-
ing CTUs which have already been coded. In our algorithm,
only four-neighboring CTUs (above, below, left, and right)
indexed as j A, j B, j L, and j R are considered, because the
reference samples are mostly chosen from these four neigh-
bors. The results from eight neighbors have a negligible
improvement while with much more expensive complexity.

Letting M be the set of indices of neighboring CTUs coded
before the current CTU

M = { j A, j B, j L, j R} ∩ {
ŷS\{ j }
|S|−1, ŷS\{ j }

|S|−2, . . . , ŷS\{ j }
1

}
(5)

we approximate the RD cost in (3) as follows:
RD( j |M) ≈ RD

(
j |ŷS\{ j }

|S|−1, ŷS\{ j }
|S|−2, . . . , ŷS\{ j }

1

)
(6)
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Fig. 4. Four kinds of CU coding orders. (a) Mode 0. (b) Mode 1. (c) Mode 2. (d) Mode 3.

which is the RD cost of CTU j after the CTUs in M ⊆
{ j A, j B, j L, j R} have been coded. Since each of the four
neighbors has either already been coded or not, there are in
total 24 = 16 possible Ms. When coding one CTU with
proposed CU coding orders, at most two adjacent neighboring
CTUs from M are employed as references to perform predic-
tion. The details are given in Section III-C. Thus, the possible
number of Ms is reduced from 16 to 9 as follows:

M ∈ {∅, { j A}, { j B}, { j L}, { j R}, { j A, j B},
{ j B, j L}, { j L, j R}, { j R, j A}}. (7)

Each CTU needs to be coded independently with the nine Ms,
leading to nine RD cost values.

However, if only one CTU is coded, there are no available
reconstructed reference pixels for prediction. Similar to [11]
which employs original data rather than reconstructed ones for
prediction, we also use the original data of neighboring CTUs
as references to get the nine approximated RD cost values.

C. CU Coding Order

HEVC employs a Z-scan CU processing order when coding
one CTU, as illustrated in Fig. 1. Such a scheme only allows
left and/or above CTUs as reference samples to perform
prediction, which fails to calculate RD( j |M) when M con-
tains right and/or below neighboring CTUs. Besides this,
Z-scan order cannot handle certain edges, as shown in Fig. 3.
Therefore, we propose three additional CU processing orders,
namely, mode 1, mode 2, and mode 3 (the traditional Z-scan
order is mode 0), as illustrated in Fig. 4. Taking mode 1
as an example, the CU processing order is from below to
above and left to right. Left and below reconstructed CUs are
employed as references to perform prediction. If left or below
CUs have not been coded, the corresponding reference pixels
are padded from neighboring available reconstructed pixels.

When coding one CTU with the proposed three CU orders,
we flip the whole CTU together with corresponding reference
pixels to make the CU order of flipped CTU same as the order
in mode 0. This strategy is similar to that presented in [12].
The flipped CTU is then coded by applying the original HEVC
encoder. To approximate the RD cost with one given M, each
CTU is coded with all the proposed four modes. The minimum
RD cost is the expected RD( j |M).

In summary, the final CTU coding order is obtained by (3)
with the approximated RD cost. When one frame is coded
with the obtained CTU order, every CTU will try the four CU
modes. The mode with the minimum RD cost is the actual
mode that needs to be signaled to the decoder. The CTU
coding order also needs to be coded. We use the horizontal and
vertical coordinates (x, y) of a CTU as the index. Only the dif-
ference of the coordinates (�x,�y) between two sequentially
processed CTUs is coded.

We solve the coding order optimization problem (2) by
applying dynamic programming with updating rule (3). For
traceable computation, the RD cost function in (3) is approxi-
mated by (6). Nevertheless, calculating RD( j |M) is the most
expensive part in our algorithm: RD has to be computed
9 × 4 times. Due to the fact that every subblock coding order
is tested in calculating RD( j |M), the final resultant coding
order adaptive block coding order (ABCO) is essentially an
optimal subblock-level coding order.

IV. EXPERIMENTS

The proposed ABCO scheme is implemented in HEVC test
model HM9.2 [13]. The calculated CTU coding order and
CU coding mode for each CTU are coded as side information.
Zero-order Exp-Golomb code is applied to code (�x,�y) for
the CTU coding order, and fixed length code is applied for
CU coding modes. Test sequences in our experiments include
all the 24 sequences in common test condition [14] along
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Fig. 5. RD curves of PeopleOnStreet, BasketballDrill, and Foreman.

TABLE I

BD-RATE RESULTS VERSUS HM9.2

with two CIF sequences with smaller resolution. Some test
sequences are cropped since currently our method can only
handle CTU with square sizes. All sequences are tested under
intra-main configuration defined in [14]. The test quantization
parameters (QPs) are 22, 27, 32, and 37. The performance
is compared by applying the current Bjøntegaard-Delta (BD)-
rate measurement techniques to compare bit rates for equal
peak signal to noise ratio (PSNR) [15]. The PSNR for YUV
components is summarized as a single value by the following
equation [16]:

PSNRavg = (6 × PSNRY + PSNRU + PSNRV )/8.

A. Rate-Distortion Performance
Table I shows the numerical results of the proposed

approach. Compared with HM9.2, the proposed approach has

an average of 1.3% and up to 4.4% BD-rate reduction over the
intra-main condition. The improvement is significant when the
sequence contains rich edges such as Traffic, PeopleOnStreet,
BasketballDrill, and Foreman. To evaluate the improvement
led by optimizing CTU order and CU order separately, we
compare the proposed approach with our previous work [3],3

in which only the CU coding order is changed. The
improvement of the proposed approach over [3] is thus the
gain brought by optimizing the CTU order, which is on
average 0.6% BD-rate reduction. The overhead of additional
side information plays a small part in the total bits. Particu-
larly, it is less than 0.2% for the largest test QP, i.e., 37.

Fig. 5 plots the RD curves of PeopleOnStreet, Basket-
ballDrill, and Foreman. We see that the proposed approach
outperforms both our previous work and HEVC at different
quantization levels, particularly at medium to small QP. When
QP becomes large (i.e., the distortion also becomes large),
the RD cost approximation by original frames instead of
reconstructed frames in Section III-B tends to be inaccurate.
In general, the objective results verify that the proposed ABCO
approach compresses the edge region more efficiently than
HEVC with fixed block coding order.

B. Coding Order Analysis

Fig. 6(a) shows the obtained CTU coding order for one
subregion of BasketballDrill and Foreman. Fig. 6(b) gives the
corresponding CU coding orders for each CTU. We observe
that: 1) in most cases, the current CTU is adjacent to the
previous coded one and 2) both the CTU and CU coding orders
are approximately along the main edge direction. Specifically,
for the below-left edges on the left part of the building,
the CTUs are coded from below-left to above-right, and the
corresponding CU order (mode 1) is the below-left to above-
right Z-scan order. For the below-right edges on the right part
of the building, the above-left to below-right block coding
orders are mostly chosen.

For a visual comparison, Fig. 7 gives the predicted images
by HEVC and the proposed approach when QP = 22, 32,
and 42. We can see that the proposed approach outperforms

3The implementation here is slightly different from our previous work which
does not consider mode 2 in Fig. 4, while four modes are all used here to
better exploit the improvement brought by optimizing the CTU order.
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Fig. 6. Coding order on the first frame of BasketballDrill (one subregion)
and Foreman at QP = 32. (a) CTU coding order. (b) CU coding order.

Fig. 7. Intra-predicted images of the first frame of Foreman. Top to bottom:
QP = 22, 32, and 42. (a) HEVC intra prediction. (b) Proposed intra prediction.

HEVC in predicting edges over a wide range of QP, especially
the edges inside the red circles.

C. Computational Complexity and Parallelism

Table I shows that the encoding running time ratio of the
proposed approach is on average 35.71 times the one of
HEVC, which is approximately nine times than that of [3].
The decoding time of both our methods is almost identical to

that of HEVC. The extra encoding computation mainly comes
from the RD cost approximation part. This is because each
CTU is coded under 9 × 4 CU coding orders.

One attempt of reducing the encoding complexity is to adopt
parallelism techniques, as there is no dependency among CTUs
when approximating the RD cost. It is possible to approximate
all the RD cost in parallel and combine their results. From the
analyses and the experimental results, we find that both the
optimal CTU and the optimal CU coding order are mostly
achieved along the dominant edge direction. Thus, another
suboptimal attempt is to select the CTU and the CU coding
order based on the detected dominant edge direction in the
image.

In terms of parallelism, there are three ways to enable
parallel processing in HEVC: 1) slices; 2) tiles; and
3) wavefront parallel processing (WPP) [2]. Each of them may
have benefits in particular application contexts. The proposed
approach is compatible with slices and tiles, which both
split frame into independently decodable regions with integer
number of CTUs. Each region can run the proposed approach
independently. Unfortunately, the proposed approach does not
support WPP, because WPP is based on that only above
and/or left neighboring CTUs can be employed as references
to perform prediction.

V. CONCLUSION

We present an improved intra-prediction scheme with
ABCO. In contrast to HEVC intra coding with fixed block
coding orders, the proposed scheme is capable of making
better predictions in edge regions by adaptively selecting
both block and subblock coding orders. The experimental
results demonstrate that the proposed scheme achieves an
average of 1.3% and up to 4.4% bit saving compared with
HEVC (HM9.2).
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